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Overview
FDP is a planning system based on the paradigm of plan-
ning as constraint satisfaction, that searches for optimal se-
quential plans. The input langage is PDDL with typing and
equality.FDPworks directly on a structure related to Graph-
plan’s planning graph: given a fixed bound on the length
of the plan, the graph is incrementally built. Each time the
graph is extended, a search for a sequential plan is made.

FDP does not use any external solver. The reason is that
using an up-to-date CSP solver allows to take benefits from
recent advances in the CSP field, but has also the disadvan-
tage that the resulting system can not take into account the
specificities of planning nor the structure of the problem.
Hence, as theDPPLAN system (Baioletti, Marcugini, & Mi-
lani 2000),FDP integrates consistency rules and filtering and
decomposition mechanisms suitable for planning.

A structure that represents the planning problem is incre-
mentally extended until a solution is found or a fixed bound
of the number of steps is reached. The current implemen-
tation extends the structure with one step more. Each time
a depth-first search is performed, based on problem decom-
position with actions sets partitioning. Nevertheless, it is
basicallyDepth-First Iterative Deepening(Korf 1985) (or
IDA∗ with admissible heuristic of constant cost1).

FDP does not detect unsolvability of problems, as many
other similar approaches (Rintanen 1998; Baioletti, Marcug-
ini, & Milani 2000; Lopez & Bacchus 2003). Then, it must
be given a fixed bound of plan length in order to stop on
unsolvable instances of problems. This weakness of the al-
gorithm will be adressed in future work.

The search procedure is complete. Then if a solution is
found, it is minimal in terms of plan length. On the other
hand, the current search procedure ofFDP requires that any
solution must contain only one single action per step. Hence,
solutions returned byFDPare optimal in terms of the number
of actions.

Problem representation
FDP works on a structure that resembles the well-known
GRAPHPLAN planning graph (Blum & Furst 1995). It is a
leveled graph that alternatespropositions levelsandactions
levels. Thei-th propositions level represents the validity of
the propositions at stepi. The i-th actions level represents

the possible values for the action that is applied at stepi.
SinceFDP searches for optimal sequential plans,FDP struc-
tures do not contain no-ops actions.

ConsistentFDP-structures
FDP makes use of consistency rules to remove fromFDP-
structures some values of proposition variables or actions
that cannot occur in any valid plan. For example an action
whose one precondition is not valid should not be consid-
ered, and then can be removed without loss of completeness.
The search procedure maintains the consistency of theFDP-
structure, so as to discard as soon as possible invalid litterals
or actions. A consistent structure in which each action level
contains a single action and such that the first proposition
level corresponds to the initial state of the planning problem
and the last level contains the goals, represents a solution
plan.

FDP consistency rules are the following. A litterall at
level i is inconsistent (cannot betrue) if one of the following
situations hold:

1. (forward persistency)
l is not true at leveli − 1 and no possible action at level
i− 1 hasl as effect,

2. (all actions delete)
any possible action at leveli− 1 deletesl,

3. (backward persistency)
l is not true at leveli + 1 and no possible action at leveli
deletesl,

4. (opposite always required)
any possible action at leveli has¬l as precondition.

A possible actiona at stepi is inconsistent (cannot occurs)
if one of the following situations hold:

1. (falsified precondition)
a precondition ofa is inconsistent at leveli,

2. (falsified effects)
an effect ofa is inconsistent at leveli + 1,

3. (effect required)
there exists a litterall such thatl is inconsistent at leveli,
¬l is inconsistent at leveli + 1, andl is not an effect ofa.



Maintaining consistency
Making aFDP-structure consistent consists in removing in-
consistent values and actions until none exists or a domain
becomes empty. The mechanism is similar to arc consis-
tency enforcing procedures in the domain of constraint satis-
faction (Dechter 2003; Mackworth 1977). One major aspect
of the procedure is that the removals are propagated forward
and backward through theFDP-structure. Propagation stops
with failure if a domain becomes empty and the procedure
returns FALSE. In the other case the procedure stops with
the consistentFDP-structureS.

Search procedure
To find an optimal plan,FDP starts with a one stepFDP-
structure, and extends it until a plan is found or a given fixed
bound is reached. Each time theFDP-structure is extended, a
depth-first search is performed. This ensures the optimality
of the solution plan if one exists.FDP employs adivide and
conquerapproach to search for a plan of a given length: the
structure is decomposed into smaller substructures and the
procedure searches recursively each of them. The substruc-
tures are filtered so as to detect failures as soon as possible.

The decomposition mechanism currently performed is
splitting action sets. It consists in partitionning the set of
actions at a given stepi so as to put together actions which
have common deletions: The procedure searches for the un-
defined proposition variablep at stepi + 1 for which the
number of actions that delete it and the number of actions
that do not are the closest. TheFDP-structure is then de-
composed into two substructures, one containing the actions
at stepi which deletep, the other containing the remaining
actions at stepi. The two substructures are then filtered.

When searching for a plan of lengthk, FDP uses aFDP-
structureS:Initially each action set ofS is set toA and each
proposition variable is undefined. Then, the values which
are not in the initial state and the opposites of the goals are
removed and a preliminary filtering is performed onS. If S
is inconsistent then the search stops with failure, there are
no plans of lengthk. In the other case,FDP starts searching
with the consistent structureS, which is decomposed into
two substructures according to the splitting of an actions set.
Nevertheless, the search procedure remains a depth first it-
erative deepening search, since it always chooses the first
non singleton actions set for splitting, starting from the ini-
tial state. To produce each of the two substructures by ac-
tions set splitting,FDP just removes from the actions set the
actions belonging to other actions subset. Then, each re-
sulting substructure is filtered so as to remove inconsistent
values and actions. If it is consistent, the search is recur-
sively performed. These transformations continue until the
(sub)structure becomes inconsistent or a valid plan.

Improving performance
FDP uses several techniques to avoid search efforts and then
improve performance. They are: recording nogoods, evalua-
tion of minimal plan length, avoidance of redundant actions
sequences, elimination of literals and actions that are not rel-
evant. These techniques are briefly discussed below.

Nogoods recording. Whenever the system produces a to-
taly defined state at a leveli such that the recursive search
from that state returns failure, this state and its distance to
the golas are recorded as a nogood. Later, if the same state
is reached but its distance to the goal step is less than or
equal to the memorized distance, then there is no need to
pursue the search. Recording nogoods improves drastically
the performances of the search.

Minimal plan length. Anytime a propositional levelFi is
completely instantiated,FDP performs a greedy evaluation
of the length of a plan to achieve the goals from that state.
It consists in choosing at each of the following steps the ac-
tion which adds the most unsatisfied goals. In the best case
these actions will constitute a valid plan. This heuristic is ad-
missible: The number of steps needed to achieve the goals
with this evaluation process cannot be greater than the num-
ber of steps actually needed in any valid plan. If at stepk
some goals are not achieved by the selected actions, then the
search from the current state is aborted.

Redundant actions sequences.Since FDP searches se-
quential plans, it can generate equivalent permutations of
“independent” actions and perform as many redundant pro-
cessings. To avoid these useless processings,FDP discards
the sequences of independent actions that do not verify an
arbitrary total order on the actions denoted≺.

Definition 1 (Ordered 2-Sequences)The actionsa1 and
a2 are independentif the following situations hold:

1. no precondition ofa1 is an effect ofa2 and no precondi-
tion ofa2 is an effect ofa1

1,
2. no deletion ofa2 is a precondition ofa1 and no deletion

of a1 is a precondition ofa2.

The sequence(a1, a2) is anordered 2-sequenceif either a1

anda2 are independent anda1 ≺ a2, or a1 anda2 are not
independent.

FDP discards unordered 2-sequences. Besides, it also
discards sequences whose actions have exactly opposite
effects, as such sequences are useless in a plan.

To avoid sequences that do not verify the order, the fol-
lowing rules are added to the definition of inconsistent ac-
tions:

4. (no backward ordered 2-sequence)
a is inconsistent at leveli if there exists no actiona′ at
level i− 1 such that(a′, a) is an ordered 2-sequence,

5. (no forward ordered 2-sequence)
a is inconsistent at leveli if there exists no actiona′ at
level i + 1 such that(a, a′) is an ordered 2-sequence.

Relevant literals and actions. FDP searches optimal se-
quential plans. Then actions which do not help effectively to
achieve the goals are useless and should not be considered.
Basically relevant actions are the ones which add goals at the

1If a1 requires a fact which is added bya2, it is possible in some
situations that the sequence(a2, a1) must be authorized. Thena1

anda2 should not be considered as independent.



last level. This property can be propagated backwards itera-
tively introducing the notion ofrelevant literals and actions
at some steps:

1. a literall is relevant at leveli if there exists an actiona at
level i such thatl is a precondition ofa anda is relevant
at leveli,

2. an actiona is relevant at leveli if one of its effects is
relevant at leveli + 1.

At any moment during the search, actions that are not rel-
evant at a given level can be removed from this step as it
could not serve in any minimal solution.

Mutually exclusive propositions and actions FDP does
not implement any specific processing for mutual exclusion
relations, in particular those handled in GRAPHPLAN. In-
deed, they are useless sinceFDP produces only sequential
plans, and the effects of mutual exclusions of propositions
are redundant withFDP inconsistency rules.

Conclusion and perspectives
Compared to other optimal sequential plannersFDP seems
to be competitive. Its advantage is its regularity: maintain-
ing consistency, memorizing invalid states, and discarding
redundant sequences, in addition with a fast and light search
procedure, letFDP quickly detect deadends.

Its consistency rules and its decomposition strategies al-
low to operate backward chaining search or bidirectional
search and more generally undirectional search.FDP could
be improved with other evaluations of the minimal distance
to the goals (Haslum, Bonet, & Geffner 2005) and concur-
rent bidirectional searches which could cooperate through
valid or invalid states. The lack of termination criterion
will be also addressed in future work. FinallyFDP could
be extended to handle valued actions and to compute plans
of minimal costs. Also, planning with ressource will be a
matter of development.
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